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Abstract—In this paper, a general class of regularized $M$-estimators of scatter matrix are proposed which are suitable also for low or insufficient sample support (small $n$ and large $p$) problems. The considered class constitutes a natural generalization of $M$-estimators of scatter matrix (Maronna, 1976) and are defined as a solution to a penalized $M$-estimation cost function. Using the concept of geodesic convexity, we prove the existence and uniqueness of the regularized $M$-estimators of scatter and the existence and uniqueness of the solution to the corresponding $M$-estimating equations under general conditions. Unlike the non-regularized $M$-estimators of scatter, the regularized estimators are shown to exist for any data configuration. An iterative algorithm with proven convergence to the solution of the regularized $M$-estimating equation is also given. Since the conditions for uniqueness do not include the regularized versions of Tyler’s $M$-estimator, necessary and sufficient conditions for their uniqueness are established separately. For the regularized Tyler’s $M$-estimators, we also derive a simple, closed form and data dependent solution for choosing the regularization parameter based on shape matrix matching in the mean squared sense. Finally, some simulations studies illustrate the improved accuracy of the proposed regularized $M$-estimators of scatter compared to their non-regularized counterparts in low sample support problems. An example of radar detection using normalized matched filter (NMF) illustrate that an adaptive NMF detector based on regularized $M$-estimators are able to maintain accurately the preset CFAR level.
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I. INTRODUCTION

ANY data mining and classic multivariate analysis techniques require an estimate of the covariance matrix or some nonlinear function of it, e.g., the inverse covariance matrix or its eigenvalues/eigenvectors. Given an i.i.d. sample $z_1, \ldots, z_n \in \mathbb{C}^p$ from a centered, i.e., $\mathbb{E}[z] = 0$, (unspecified) $p$-variate distribution $\mathbf{z} \sim F$, the sample covariance matrix (SCM) $\hat{\mathbf{R}} = \frac{1}{n} \sum_{i=1}^{n} z_i z_i^H \in \mathbb{C}^{p \times p}$ is the most commonly used estimator of the unknown covariance matrix $\mathbf{R} = \mathbb{E}[zz^H]$. However, in high-dimensional (HD) problems, there are many cases that the SCM simply can not be computed, is completely corrupted, or is inaccurate. For example, low sample support (LSS) (i.e., $p$ is of the same magnitude as $n$) is a commonly occurring problem in diverse HD data analysis problems such as chemometrics and medical imaging. In the case of insufficient sample support (ISS), i.e., $p > n$, the inverse of the SCM can not be computed. Thus, for example, classic beamforming techniques such as MVDR beamforming or the adaptive normalized matched filter cannot be realized since they require an estimate of the inverse covariance matrix.

Robust estimation is also a key property in HD data analysis problems. Partly because outliers are more difficult to glean from HD data sets by conventional techniques, but also due to an increase of impulsive measurement environments and outliers in practical sensing systems. The SCM is well-known to be vulnerable to outliers and to be a highly inefficient estimator when the samples are drawn from a heavy-tailed non-Gaussian distribution. HD data poses additional problems and difficulties since most robust estimators such as $M$-estimators of scatter matrix [17] can not be computed in ISS scenarios, or are equivalent to the SCM [29].

In this paper, we address this issue and propose a general class of regularized $M$-estimators of scatter matrix. This class provides practical and actionable estimators of the covariance (scatter) matrix even in the problematic ISS case. The proposed class constitutes a natural generalization of $M$-estimators of scatter [17] and their complex-valued generalizations [18], [22], and are defined as a solution to a penalized $M$-estimation cost function that includes a fixed regularization parameter $\alpha > 0$. We prove the existence and uniqueness of the regularized $M$-estimators of scatter and the existence and uniqueness of the solution to the corresponding $M$-estimating equations under general conditions. Our derivations are based on the concept of geodesic convexity which has been previously utilized in [30], [33] in studying the uniqueness of the non-regularized $M$-estimators of scatter and in [31] which studied regularized Tyler’s $M$-estimator of scatter matrix using a particular scale invariant geodesically convex penalty function. An iterative algorithm with proven convergence to the solution of the regularized $M$-estimating equation is also given. Our class include as a special case, when using a tuned cost function corresponding to $p$-variate complex normal samples, the commonly used shrinkage estimator of the sample covariance matrix

$$\hat{\mathbf{R}}_{\alpha, \beta} = \beta \hat{\mathbf{R}} + \alpha \mathbf{I}. \quad (1)$$

which, in finance literature, is commonly called the Ledoit-Wolf shrinkage estimator [16]. In a recent paper [7] in the field of adaptive beamforming it was termed the general linear combination (GLC) estimator, the term which we adopt in this paper. It should be noted however that in [7], [16], $\hat{\mathbf{R}}_{\alpha, \beta}$ was not proposed as a minimizer to any optimization problem.

Our general conditions on uniqueness do not apply to the regularized versions of Tyler’s [27] $M$-estimator and hence this estimator is treated separately, with necessary and sufficient conditions being established to ensure the uniqueness of solution for the penalized Tyler’s cost function. Special
cases of regularized versions of Tyler’s M-estimator have also been recently studied in [24] under more strict conditions on the sample, and also in [2], [4], but not in the context as a solution to a penalized M-estimation cost function. Estimation of the regularization parameter using the expected likelihood approach was proposed in [1], [3] for the regularized Tyler’s M-estimator of [2], [4], whereas [6] based their analysis on random matrix theory (both \( n \) and \( p \) are large). For the regularized Tyler’s M-estimators, we also derive a simple, closed form and data dependent solution to compute the regularization parameter \( \alpha \) based on shape matrix matching in the mean squared sense. We illustrate the usefulness of the regularized M-estimators of scatter in radar detection application using normalized matched filter.

Finally, we note that although our derivations in the paper are for complex-valued case, they generalize in a straightforward manner to real-valued case as well.

The paper is organized as follows. Section II reviews complex elliptically symmetric (CES) distributions and the maximum likelihood (ML) and M-estimators of the scatter matrix parameters of the CES distributions [22]. Section III then introduces the penalized M-estimation cost function. The stationary points are shown to be solutions to shrinkage matrix parameters of the CES distributions [22]. Section II I

complex elliptically symmetric (CES) distributions and the

The maximum likelihood estimator (MLE) of scatter, denoted \( \Sigma \), minimizes the negative log-likelihood function (divided by \( n \))

\[
\mathcal{L}(\Sigma) = \frac{1}{n} \sum_{i=1}^{n} \rho(z_i^H \Sigma^{-1} z_i) - \ln |\Sigma^{-1}| \tag{2}
\]

where \( \rho(t) = -\ln g(t) \). More appropriate notation would be \( \mathcal{L}(\Sigma|\rho) \) to emphasize the dependence on \( \rho \) and the sample. Critical points are then solutions to the estimating equation

\[
\Sigma = \frac{1}{n} \sum_{i=1}^{n} u(z_i^H \Sigma^{-1} z_i) z_i z_i^H \tag{3}
\]

where \( u = \rho' = -g'/g \).

B. M-estimators of scatter

M-estimators of scatter are generalizations of the ML-estimators of the scatter matrix of an elliptical distribution. They can be defined by allowing a general \( \rho \) functions in (2), not necessarily related to any elliptical density \( g \), in which case we refer to (2) as a general cost function. The function \( \rho \) is usually chosen so that the corresponding weight function \( u = \rho' \) is non-negative, continuous and non-increasing. Equation (3) is then referred to as an M-estimating equation. Some examples of M- and ML-estimators are given below.

SCM (the Gaussian MLE). In the Gaussian case, \( \rho(t) = t \) and \( u(t) = \rho'(t) = 1 \), so eq. (2) becomes

\[
\mathcal{L}(\Sigma) = \text{Tr}(\hat{\Sigma}^{-1}) - \ln |\Sigma^{-1}|
\]

where \( \hat{\Sigma} \) denotes the SCM. The (well-known) unique minimizer (assuming \( n \geq p \)) of this function is the sample covariance matrix, i.e., \( \hat{\Sigma} = \hat{\Sigma} \).

Complex Tyler’s [27] M-estimator is based on the functions \( \rho(t) = p \ln t \) and \( u(t) = \rho'(t) = \frac{p}{t} \).

Note that this \( \rho \)-function is not related to any elliptical density and the optimization problem (2) is now non-convex. Nevertheless, the estimator is actionable: a unique solution (up to a scale) exists under mild conditions and the global solution can be computed via simple fixed-point iterations; see [22], [23], [27]. It should be noted that for Tyler’s M-estimator, the summations in both (2) and (3) are taken only over \( z_i \neq 0 \). In the radar community, Tyler’s M-estimator is often referred to as a fixed-point estimator, and it is known to admit numerous ML-interpretations as shown in [5], [9], [11], [21], [28] in the real and complex cases.

Complex Huber’s M-estimator is based on a weight function of the form [19] \( u_c(s) = u_c(t) \), where

\[
u_c(t) = \begin{cases} 1, & \text{for } t \leq c^2 \\ c^2/t, & \text{for } t > c^2 \end{cases}
\]

where \( c > 0 \) is a tuning constant that controls robustness/efficiency of the method and \( b > 0 \) is a scaling constant usually chosen so that the resulting M-estimator is consistent to the covariance matrix for Gaussian data. As a consequence
the value of the scaling constant \( b \) depends on \( c \). See [10] for more details. Note that for \( c \rightarrow \infty \), Huber’s estimator approaches the SCM (i.e., constant weight function), and for \( c \rightarrow 0 \), the estimator approaches Tyler’s \( M \)-estimator.

### III. Regularized \( M \)-Estimators of Scatter Matrix

To stabilize the optimization problem an additive penalty term \( \alpha \cdot \mathcal{P}(\Sigma) \) can be introduced to the cost function (2), where \( \alpha \geq 0 \) denotes a fixed regularization parameter. A popular focus in the literature has been to enforce sparsity on the precision matrix \( K = \Sigma^{-1} \) by using \( \ell_1 \)-penalty function

\[
\mathcal{P}_{\ell_1}(\Sigma) = \| \Sigma^{-1} \|_1
\]

as is done in the real-valued case in [8], [32]. The use of the \( \ell_1 \)-penalty, though, to help enforce a sparse precision matrix is dependent on the cost function (2) being convex in \( \Sigma^{-1} \), which holds whenever \( \rho(t) \) itself is convex. However, robust \( M \)-estimates of scatter typically have decreasing weight functions \( u(t) \) and hence concave \( \rho \)-functions.

In this paper, we take a different approach and focus on a penalty function of the form

\[
\mathcal{P}^*(\Sigma) = \| \Sigma^{-1/2} \|^2 = \text{Tr}(\Sigma^{-1}).
\]

Notice that

\[
\text{Tr}(\Sigma^{-1}) = \sum_{j=1}^{p} \frac{1}{\lambda_j(\Sigma)},
\]

where \( \lambda_j(\Sigma) \)'s denote the ordered eigenvalues of \( \Sigma \). Thus the penalty term restricts \( \frac{1}{\lambda_j(\Sigma)} \) from growing without bound; this is necessary in the ill-conditioned ISS case \( (n < p) \). In general, our penalized cost function is of the form

\[
\mathcal{L}_\alpha^*(\Sigma) = \frac{1}{n} \sum_{i=1}^{n} \rho(z_i^H \Sigma^{-1} z_i) - \ln |\Sigma^{-1}| + \alpha \mathcal{P}(\Sigma),
\]

where \( \alpha \geq 0 \) is a (fixed) regularization parameter. For the case \( \mathcal{P}(\Sigma) = \mathcal{P}^*(\Sigma) \) this becomes

\[
\mathcal{L}_\alpha^*(\Sigma) = \frac{1}{n} \sum_{i=1}^{n} \rho(z_i^H \Sigma^{-1} z_i) - \ln |\Sigma^{-1}| + \alpha \text{Tr}(\Sigma^{-1})
\]

As will be illustrated below the parameter \( \alpha \) can be best described as ridge (or sphericalizing) parameter.

Let \( \hat{\Sigma} \) denote the minimizer of \( \mathcal{L}_\alpha^*(\Sigma) \). The solution \( \hat{\Sigma} \) naturally depends on \( \alpha \) but this is not made explicit for notational convenience. It is easy to verify using matrix differential rules that a critical point of the penalized cost function (6) is a solution to

\[
\hat{\Sigma} = \frac{1}{n} \sum_{i=1}^{n} \frac{u(z_i^H \Sigma^{-1} z_i) z_i z_i^H}{z_i^H \Sigma^{-1} z_i} + \alpha I
\]

which is weighted and diagonally loaded form of the classic \( M \)-estimating equation obtained when \( \alpha = 0 \). Expressing the regularized \( M \)-estimating equation in the form

\[
\hat{\Sigma} = \frac{1}{n} \sum_{i=1}^{n} \frac{u(z_i^H \Sigma^{-1} z_i) z_i z_i^H}{z_i^H \Sigma^{-1} z_i} + \alpha \Sigma^{-1},
\]

and then taking the trace shows that the solution \( \hat{\Sigma} \) must satisfy

\[
\alpha \text{Tr}(\hat{\Sigma}^{-1}) = \frac{1}{n} \sum_{i=1}^{n} \psi(z_i^H \hat{\Sigma}^{-1} z_i)
\]

where \( \psi(t) = tu(t) \).

**GLC estimators.** A class of regularized SCM can be obtained by considering the cost functions of the form \( \rho(t) = \beta t \), where \( \beta > 0 \) is a fixed scalar. In this case, the penalized cost function (6) simplifies to the form

\[
\mathcal{L}_\alpha^*(\Sigma) = \text{Tr}\{ (\beta \hat{R} + \alpha I) \Sigma^{-1} \} - \ln |\Sigma^{-1}|
\]

where \( \hat{R} = \frac{1}{n} \sum_{i=1}^{n} z_i z_i^H \) denotes the SCM. The unique minimizer \( \hat{\Sigma} \) of the function above is easily shown to widely used GLC estimator (1), i.e., \( \hat{\Sigma} = R_{\alpha,\beta} \). For \( \beta = 1 \), the solution is the diagonally loaded SCM, \( R_\alpha = \hat{R} + \alpha I \).

The interpretation of the GLC estimator as a solution to an optimization problem (6) differs from the motivation for the GLC estimator given in [16] or [7]. Note that the eigenvalues of \( R_{\alpha,\beta} \) are \( \lambda_i = \beta \lambda_i^R + \alpha \), where \( \lambda_i^R \), \( i = 1, \ldots, p \) denote the eigenvalues of \( R \). Thus \( \alpha \) can be viewed as a ridge parameter as it provides a ridge down the diagonal and guarantees a non-singular solution. It can be also described as a sphericalizing parameter since the larger the value of \( \alpha \), the more “spherical” the solution (i.e., as \( \alpha \) gets larger, the solution is shrunk towards the scaled identity matrix \( \alpha I \)).

**Regularized Tyler’s \( M \)-estimators.** Penalization of Tyler’s \( M \)-estimator, i.e., choosing \( \rho(t) = p \log t \) and hence \( u(t) = \frac{\log t}{\text{log } \rho} \), is not possible since for this case \( \psi(t) = p \), and so the right hand side of (8) is zero. Alternatively, for some fixed \( 0 < \beta < 1 \), consider the function \( \rho(t) = p \beta \log t \), which gives the weight function \( u(t) = p \beta \log t \). The corresponding regularized \( M \)-estimating equations (7) are then given by

\[
\hat{\Sigma} = \frac{p \beta}{n_s} \sum_{i=1, z_i \neq 0}^{n} \frac{z_i z_i^H}{z_i^H \hat{\Sigma}^{-1} z_i} + \alpha I,
\]

where \( n_s = \# \{ z_i \neq 0 ; i = 1, \ldots, n \} \). Hereafter, when using this estimator, we assume without loss of generality that \( n_s = n \). Note that the solution \( \hat{\Sigma} \) in (9) depends on \( z_i \) only through \( z_i / \| z_i \| \), and so \( \hat{\Sigma} \) has the same the distribution-free property over elliptical distributions as the unregularized Tyler scatter matrix. That is, when \( z \sim \mathcal{CE}_p(0, \Sigma, g) \), the distribution of \( z / \| z \| \) and consequently the distribution of \( \hat{\Sigma} \) does not depend on the function \( g \).

A curious property of the regularized Tyler’s \( M \)-estimators is that their shapes do not depend on the penalization tuning parameter \( \alpha \). That is, for a given value of \( 0 < \beta < 1 \), suppose we consider two different values of \( \alpha \), say \( \alpha_1 \) and \( \alpha_2 \), and let \( \hat{\Sigma}_1 \) and \( \hat{\Sigma}_2 \) represent the respective solutions to (9). It then easily follows that

\[
\hat{\Sigma}_1 = \frac{\alpha_1}{\alpha_2} \hat{\Sigma}_2
\]

and so, for any fixed \( 0 < \beta < 1 \), the regularized Tyler’s \( M \)-estimators are proportional to one another as \( \alpha \) varies. Consequently, when the main interest is on estimation of the covariance matrix or scatter matrix parameter up to a scale, as is the case in most applications, one can set without loss
of generality \( \alpha = 1 - \beta \), or equivalently \( \beta = 1 - \alpha \), when using a regularized Tyler’s \( M \)-estimator. For this choice, the constraint (8) becomes simply \( \text{Tr}(\Sigma^{-1}) = p \).

**Remark 1.** In general, for a given \( \rho \)-function, say \( \rho_1(t) \), a class of \( \rho \)-functions can be generated by defining \( \rho_\beta(t) = \beta \rho_1(t) \) for \( \beta > 0 \). The parameter \( \beta \) then represents an additional tuning constant which can be used to help obtain desirable properties of the estimator.

**Remark 2.** It readily follows from its definition, that the regularized \( M \)-estimators of scatter \( \Sigma \) are unitary equivariant. That is, if \( \Sigma \) denotes the solution to the penalized cost function \( \mathcal{L}_p(\Sigma) \) in (6) based on the data set \( z_i, \ i = 1, \ldots, n \), then for any given unitary matrix \( U \), the estimator based on the transformed data set \( Uz_i, \ i = 1, \ldots, n \) is given by

\[
\hat{\Sigma}^* = U\Sigma U^H
\]  

(11)

Note that non-regularized \( M \) estimators are affine equivariant, i.e., for this case (11) holds for any non-singular \( U \).

IV. GEODESIC CONVEXITY, UNIQUENESS AND ALGORITHM

In this section, we show under general conditions that there exists a unique minimizer to the penalized likelihood or cost function given by (6). Hereafter, it is assumed that the function \( \rho(t) \) satisfies the following condition.

**Condition 1.** The function \( \rho(t) \) is nondecreasing and continuous for \( 0 < x < \infty \). Also, the function \( r(x) = \rho(e^x) \) is convex for \( -\infty < x < \infty \).

If the function \( \rho(t) \) is differentiable, then the above condition holds if and only if the weight function \( u(t) \geq 0 \) and the function \( \psi(t) = tu(t) \) is nondecreasing. It readily follows that Huber’s and Tyler’s \( M \)-estimators as well as the Gaussian MLE satisfies Condition 1.

The concept of geodesic convexity for functions of PDH matrices plays a key role in our proof of uniqueness. This concept has been previously utilized in [30], [33] in studying the uniqueness of the non-regularized \( M \)-estimates of scatter and in [31] in the case of regularized Tyler’s cost function. A review of geodesic convexity for positive definite matrices can be found in the aforementioned papers as well as in [26], wherein further references can be found. We briefly review here some important results.

Rather than treating the class \( \mathcal{H}(p) \) as a convex cone in \( \mathbb{C}^p \) and using notions from complex Euclidean geometry, one can treat \( \mathcal{H}(p) \) as a differentiable Riemannian manifold with the geodesic path from \( \Sigma_0 \in \mathcal{H}(p) \) to \( \Sigma_1 \in \mathcal{H}(p) \) being

\[
\Sigma_t = \Sigma_0^{1/2} \left( \Sigma_0^{-1/2} \Sigma_1 \Sigma_0^{-1/2} \right)^t \Sigma_0^{1/2} \quad \text{for } t \in [0,1].
\]  

(12)

Note that \( \Sigma_t \in \mathcal{H}(p) \) for \( 0 \leq t \leq 1 \) and consequently \( \mathcal{H}(p) \) is said to form a geodesically convex set. A function \( h : \mathcal{H}(p) \to \mathbb{R} \) is then a geodesically convex function if

\[
h(\Sigma_t) \leq (1 - t) h(\Sigma_0) + t h(\Sigma_1) \quad \text{for } t \in (0,1).
\]  

(13)

If the inequality is strict, then \( h \) is said to be geodesically strictly convex. In the \( p = 1 \) dimensional real setting, geodesic convexity/strict convexity is equivalent to the function \( h(e^x) \) being convex/strictly convex in \( x \in \mathbb{R} \). Thus, Condition 1 presumes \( \rho(t) \) to be geodesically convex.

The concept of geodesic convexity enjoys properties similar to those of convexity in complex Euclidean space. In particular, if \( h \) is geodesically convex on \( \mathcal{H}(p) \) than any local minimum is a global minimum. Furthermore, if a minimum is obtained in \( \mathcal{H}(p) \) then the set of all minimums form a geodesically convex subset of \( \mathcal{H}(p) \). If \( h \) is geodesically strictly convex and a minimum is obtained in \( \mathcal{H}(p) \), then it is a unique minimum.

The following key result is given in [33] for real positive definite symmetric matrices, although it also holds for \( \mathcal{H}(p) \). We omit the proof for the complex case since it is analogous to the proof for the real case given in [33].

**Lemma 1.** If \( \rho(t) \) satisfies Condition 1, then the cost function \( \mathcal{L}(\Sigma) \) as in (2) is geodesically convex in \( \Sigma \in \mathcal{H}(p) \). In addition, if \( r(x) \) is strictly convex and \( \text{span} \{ z_1, \ldots, z_n \} = \mathbb{C}^p \), then \( \mathcal{L}(\Sigma) \) is geodesically strictly convex in \( \Sigma \in \mathcal{H}(p) \).

Recall that when using the notion of convexity in complex Euclidean space the cost function \( \mathcal{L}(\Sigma) \) is convex in \( \Sigma^{-1} \in \mathcal{H}(p) \), but not in \( \Sigma \in \mathcal{H}(p) \), whenever \( \rho(t) \) is a convex function. This includes the well studied Gaussian case \( \rho(t) = t \). As shown below, geodesic convexity has the interesting property that if \( \mathcal{L}(\Sigma) \) is geodesically convex in \( \Sigma \in \mathcal{H}(p) \), then it is also geodesically convex in \( \Sigma^{-1} \in \mathcal{H}(p) \).

From Lemma 1, we readily obtain the following corollary, which follows since the sum of two geodesically convex functions is easily seen to be geodesically convex, and the sum of a geodesically convex function and a geodesically strictly convex function is geodesically strictly convex.

**Corollary 1.** For \( \rho(t) \) satisfying Condition 1, if \( \mathcal{P}(\Sigma) \) is geodesically convex/strictly convex in \( \Sigma \in \mathcal{H}(p) \), then the penalized cost function \( \mathcal{L}_p(\Sigma) \) in (5) is geodesically convex/strictly convex in \( \Sigma \in \mathcal{H}(p) \) respectively.

As Lemma 2 below shows, Corollary 1 applies to the penalty function of interest here, i.e., to \( \mathcal{P}(\Sigma) = \text{Tr}(\Sigma^{-1}) \). Before proceeding, some further results and notations are reviewed. For Hermitian matrices \( A \) and \( B \) of the same order, the partial ordering \( A \preceq B \) or \( A < B \) holds if and only if \( B - A \) is positive semi-definite or positive definite, respectively. The matrix \( \Sigma_{1/2} \) can be viewed as the geometric mean of \( \Sigma_0 \) and \( \Sigma_1 \) [26], and as in the case of positive real numbers, it is known to be less than the arithmetic mean in the following sense:

\[
\Sigma_{1/2} \leq \frac{\Sigma_0 + \Sigma_1}{2},
\]  

(14)

with equality holding if and only if \( \Sigma_0 = \Sigma_1 \). It readily follows from its definition (12) that for \( K = \Sigma^{-1} \)

\[
K_t = K_0^{1/2} \left( K_0^{-1/2} K_t K_0^{-1/2} \right)^t K_0^{1/2} = \Sigma_t^{-1},
\]  

(15)

and consequently (14) also holds to \( \Sigma^{-1} \). Equation (15) together with the definition of geodesic convexity shows that geodesic convexity in \( \Sigma \) implies geodesic convexity in \( \Sigma^{-1} \).
Taking the trace on both side of (14) when applied to $\Sigma^{-1}$ then gives

$$\text{Tr}(\Sigma^{-1}_{i/2}) < \{\text{Tr}(\Sigma^{-1}_0) + \text{Tr}(\Sigma^{-1}_1)\} / 2,$$

for $\Sigma_0 \neq \Sigma_1$. That is, $\text{Tr}(\Sigma^{-1})$ is midpoint geodesically strictly convex in $\Sigma$. As with convex functions, midpoint geodesic strict convexity along with $\text{Tr}(\Sigma^{-1})$ being continuous in $\Sigma \in \mathcal{H}(p)$ is sufficient to imply geodesically strict convexity and hence we obtain our desired result.

**Lemma 2.** The penalty term $P^*(\Sigma) = \text{Tr}(\Sigma^{-1})$ is geodesically strictly convex in $\Sigma \in \mathcal{H}(p)$.

We note that another interesting geodesically convex penalty function was proposed by Wiesel [31, Proposition 3]. Wiesel’s penalty has a specific property of being scale invariant.

To this point, it has been shown that under the stated conditions on $\rho$, the regularized loss function (6) is geodesically strictly convex. To show that it has a unique minimum in $\mathcal{H}(p)$, and consequently to show the regularized $M$-estimating equation (7) admits a unique solution, it only needs to be shown that the minimum of (6) occurs in the interior of $\mathcal{H}(p)$. The following lemma shows that this holds and consequently implies the subsequent theorem.

**Lemma 3.** If $\rho(t)$ is bounded below, then $\mathcal{L}_\alpha^*(\Sigma) \to \infty$ as $\Sigma \to \partial \mathcal{H}(p)$, i.e., the boundary of $\mathcal{H}(p)$.

**Proof:** Since $\rho(t)$ is bounded below, it only needs to be shown that if $\Sigma \to \partial \mathcal{H}(p)$ then

$$-\ln|\Sigma^{-1}| + \alpha \text{Tr}(\Sigma^{-1}) = \sum_{j=1}^p \left(\frac{\alpha}{\lambda_j(\Sigma)} + \ln \lambda_j(\Sigma)\right) \to \infty.$$

However, $\Sigma \to \partial \mathcal{H}(p)$ if and only if $\lambda_1(\Sigma) \to \infty$ and/or $\lambda_p(\Sigma) \to 0$. In either case, $\alpha/\lambda + \ln \lambda \to \infty$ and so the lemma is established.

**Theorem 1.** If $\rho(t)$ is bounded below and satisfies Condition 1, then the penalized cost function $\mathcal{L}_\alpha^*(\Sigma)$ in (6) has a unique minimum in $\mathcal{H}(p)$. Furthermore, if $\rho(t)$ is also differentiable, then the minimum corresponds to the unique solution $\hat{\Sigma} \in \mathcal{H}(p)$ to the regularized $M$-estimating equation (7).

**Remark 3.** The existence and uniqueness of the regularized $M$-estimates do not require any conditions on the sample $z_1, \ldots, z_n$, for any $n \geq 1$. This is in contrast to the non-regularized $M$-estimates which requires a bound on the proportion of the data that can lie in any subspace [13]. Furthermore, non-regularized $M$-estimates exist and are unique for sparse samples, i.e., when $p < n$, whereas non-regularized $M$-estimators require $n \geq p$.

The regularized $M$-estimating equation (7) gives rise to the fixed point algorithm stated in Theorem below. The proof of convergence, given in the Appendix, is similar to the convergent proof for the non-regularized $M$-estimators used in [12].

**Theorem 2.** Assume that $\rho(t)$ is continuously differentiable, satisfies Condition 1 and that $u(t) = \rho'(t)$ is non-increasing.

If the $M$-estimating equation (7) has a unique solution $\hat{\Sigma}$, then the iterations

$$\Sigma_{k+1} = \frac{1}{n} \sum_{i=1}^n u(z_i^H \Sigma_k^{-1} z_i) z_i z_i^H + \alpha I,$$

for $k = 0, 1, \ldots$, converges to the solution of (7) for any initial value $\hat{\Sigma}_0 \in \mathcal{H}(p)$.

Note that conditions for uniqueness of the regularized $M$-estimators are given in Theorem 1. For Tyler’s $M$-estimator, the conditions for uniqueness are given in next Section, in Theorems 3 and 4.

**V. THE REGULARIZED TYLER’S $M$-ESTIMATORS**

**A. Existence and uniqueness**

Important cases for which Lemma 3 and Theorem 1 do not hold are the regularized Tyler’s $M$-estimators since for these cases $\rho(t) = p\beta \ln t$ is not bounded below. Hence these cases requires special treatment.

**Theorem 3.** For $\rho(t) = p\beta \ln t$, with a fixed $0 \leq \beta < 1/p$, the penalized cost function $\mathcal{L}_\alpha^*(\Sigma)$ in (6), for a given $\alpha > 0$, has a unique minimum in $\mathcal{H}(p)$, with the minimum being obtained at the unique solution $\hat{\Sigma} \in \mathcal{H}(p)$ to (9).

**Proof:** Since $z_i^H \Sigma^{-1} z_i \geq z_i^H z_i/\lambda_1(\Sigma)$, it follows that

$$\mathcal{L}_\alpha^*(\Sigma) \geq C - p\beta \ln \lambda_1(\Sigma) + \sum_{j=1}^p \left(\frac{\alpha}{\lambda_j(\Sigma)} + \ln \lambda_j(\Sigma)\right),$$

where $C = \frac{p^2}{p\beta} \sum_{i=1}^n \ln(z_i^H z_i)$ does not depend on $\Sigma$. Again, the lemma follows since for any $c > 0$, $\alpha/\lambda + c \ln \lambda \to \infty$ as $\lambda \to 0$ or as $\lambda \to \infty$.

Theorem 3 does not require any condition on the sample. However, to extend this result to $1/p \leq \beta < 1$, the following Condition A is a sufficient condition and the following Condition B is a necessary conditions. These conditions holds for $n/p > \beta$ whenever the sample is in “general position”, which occurs with probability one when sampling from a continuous complex multivariate distribution. Note that the sufficient Condition A and the necessary Condition B only differ when equality in the conditions is possible. Consequently, there is little room for improvement on Conditions A.

**Condition A.** For any subspace $\mathcal{V}$ of $\mathbb{C}^p$, $1 \leq \text{dim}(\mathcal{V}) < p$, the inequality $\#(z_i \in \mathcal{V})/n < \frac{\text{dim}(\mathcal{V})}{p\beta}$ holds.

**Condition B.** For any subspace $\mathcal{V}$ of $\mathbb{C}^p$, $1 \leq \text{dim}(\mathcal{V}) < p$, the inequality $\#(z_i \in \mathcal{V})/n \leq \frac{\text{dim}(\mathcal{V})}{p\beta}$ holds.

We then have the following general result, the proof of which can be found in the Appendix.

**Theorem 4.** Suppose $\rho(t) = p\beta \ln t, \alpha > 0$ and $0 \leq \beta < 1$.

a) If condition A holds, then (6) has a unique minimum in $\mathcal{H}(p)$, with the minimum being obtained at the unique solution $\hat{\Sigma} \in \mathcal{H}(p)$ to (9).

b) If condition B does not hold, then (6) does not have a minimum in $\mathcal{H}(p)$, and (9) has no solution in $\mathcal{H}(p)$.

The existence and uniqueness of the regularized Tyler’s $M$-estimator, for the case $\beta = 1 - \alpha$, has also been established in...
using $V$ with $\Sigma$

Estimation of the regularization parameter

Be derived as a solution to a penalized cost function.

Hereafter as the CWH estimator, regardless of the initialization. Here, convergence means convergence in $V_k$ and not necessarily in $\Sigma_k$. It is not clear whether this estimator can be derived as a solution to a penalized cost function.

B. Estimation of the regularization parameter

Let us define a scale measure of $\Sigma \in \mathcal{H}_p$ as

$$\tau(\Sigma) = p/\text{Tr}(\Sigma^{-1}),$$

with $V = \Sigma / \tau(\Sigma)$ being the respective shape matrix. Note that this implies the shape matrix is standardized so that $\text{Tr}(V^{-1}) = p$. Recall that the regularized Tyler's $M$-estimator $\hat{\Sigma}$ using $\beta = 1 - \alpha$, $\alpha \in (0, 1)$, represents an estimator of the shape matrix $V$ since it satisfies $\text{Tr}(\hat{\Sigma}^{-1}) = p$. We now focus on this particular estimator, i.e., the regularized Tyler's $M$-estimator with $\beta = 1 - \alpha$, and derive an oracle estimator of the parameter $\alpha$, or equivalently $\beta$, using a MSE criterion for similarity in shape.

Let $\hat{\Sigma}_o$ denote a clairvoyant estimator of $\Sigma$ given $\Sigma_0 = V$,

$$\hat{\Sigma}_o = (1 - \alpha) \frac{p}{n} \sum_{i=1}^{n} \frac{z_i z_i^H}{\text{Tr}(\Sigma_0^{-1})} + \alpha I.$$ (18)

This clairvoyant estimator corresponds to the first step of the algorithm (16), with $u(t) = (1 - \alpha)p/t$, if we take $\Sigma_0$ as the initial value. Since we are only interested in $\Sigma_0$ and $\Sigma_o$ up to a scale, our aim is to then choose $\alpha$ such that $\Sigma_0 - \Sigma_o$ is as close as possible to being a scaled copy of an identity matrix. Thus, we define the oracle shrinkage parameter $\alpha_o$ as the minimizer of the following MSE criterion

$$\alpha_o = \arg\min_{\alpha} \mathbb{E}[\||\Sigma_0^{-1} \Sigma_o - \frac{1}{p} \text{Tr}(\Sigma_0^{-1} \Sigma_o) I||^2].$$

A similar approach has been used in [4] for deriving an oracle value for the shrinkage parameter $\alpha$ for the CWH estimator.

Theorem 5. The oracle estimator $\alpha_o$ is given by

$$\alpha_o = \frac{p \text{Tr}(\Sigma_0) - 1}{p \text{Tr}(\Sigma_0) - 1 + n(p + 1)\{p^{-1} \text{Tr}(\Sigma_0^{-2}) - 1\}}.$$ (19)

In the real case, the oracle estimator is

$$\alpha_{o,R} = \frac{p - 2 + p \text{Tr}(\Sigma_0)}{p - 2 + p \text{Tr}(\Sigma_0) + n(p + 2)\{p^{-1} \text{Tr}(\Sigma_0^{-2}) - 1\}}.$$ (20)

Since $\Sigma_0$ is unknown, we estimate $\alpha_o$ in (19) by the simple plug-in estimator

$$\hat{\alpha}_o = \frac{p \text{Tr}(\Sigma) - 1}{p \text{Tr}(\Sigma) - 1 + n(p + 1)\{p^{-1} \text{Tr}(\Sigma^{-2}) - 1\}}.$$ (20)

with $\Sigma$ being Tyler's $M$-estimator normalized so that $\text{Tr}(\Sigma^{-1}) = p$ whenever $n \geq p$. For $n < p$, one can choose $\Sigma$ to be a regularized Tyler's estimator with $\beta = n/p$ and $\alpha = 1 - \beta$.

VI. Numerical examples

A. Simulations study

In our first simulation set-up, the covariance matrix $\Sigma$ is a real-valued correlation matrix (i.e., components $z_i$ have unit variances, real and imaginary parts are uncorrelated) of Toeplitz form

$$[\Sigma]_{ij} = \rho^{|i-j|}, \quad \rho \in (0, 1).$$

Note that when $\rho$ is close to 0, then $\Sigma$ is close to an identity matrix and when $\rho$ tends to 1, $\Sigma$ tends a singular matrix of rank 1. To assess the performance of the estimators, we use the distance measure

$$D^2 \equiv D^2(\Sigma, \hat{\Sigma}) = \|\{p/\text{Tr}(\Sigma^{-1})\hat{\Sigma} - \Sigma^{-1} - I\|2$$

which measures the ability of the estimator $\hat{\Sigma}$ to estimate the scatter matrix $\Sigma$ up to its scale, since $D^2(c_1 \Sigma, c_2 \hat{\Sigma}) = D^2(\Sigma, \hat{\Sigma})$ for any $c_1, c_2 > 0$ and $D^2 = 0$ if $\Sigma \propto \hat{\Sigma}$. In the simulation we consider the regularized Tyler's $M$-estimators, taking without loss of generality $\beta = 1 - \alpha$, and the CWH estimators discussed in Remark 4. We also compare the results to the (non-regularized) Tyler's $M$-estimator. The samples $z_1, \ldots, z_n$ are generated from $\mathbb{C}N_p(0, \Sigma)$, where the dimension of the data is $p = 12$. Recall that the simulation results would be the same if we sampled from any centered CES distribution, including compound Gaussian distributions, since the distribution of $z_i/\|z_i\|$ is the same for all such distributions.

Figure 1 depicts the graphs of $D^2$ averaged over 1000 MC-trials as a function of $\alpha$ for the CWH estimators and the regularized Tyler's $M$-estimators (RegTYL) for the cases $\rho = 0.01, 0.5, 0.8$ and sample size is $n = 24$. Also included in Figure 1 is the non-regularized Tyler's M-estimator of scatter (TYL), which corresponds to RegTYL when $\alpha = 0$. Figure 2 gives the corresponding results for a sample size of $n = 48$. In both figures, the solid vertical line depicts the value of the oracle estimator $\alpha_o$ for the regularized Tyler's $M$-estimator given by Theorem 5 and the dotted vertical line depicts the value of the oracle estimator $\alpha_{o,\text{CWH}}$ of CWH estimator given by [4, Theorem 3].

The simulation results show the following. First, although the performance of the regularized Tyler's $M$-estimator (RegTYL) tends to the performance of Tyler's $M$-estimator as $\alpha \to 0$, an observation also illustrated in [24], the performance of the CWH estimator can still be quite different from that of Tyler's $M$-estimator even for $\alpha \approx 0$. Second, the shape distance curves are very different for RegTYL and CWH.
Fig. 1. Distance $D^2$ of Tyler’s $M$-estimator (TYL), regularized Tyler’s $M$-estimator (RegTYL) and CWH estimator as a function of the shrinkage parameter $\alpha$. Results for different correlation matrix $\Sigma$ given by $\rho = 0.05$, $0.5$, $0.8$ are given from top to bottom. The dimension was $p = 12$, sample length was $n = 24$ and the results are averages of 1000 MC trials. The solid (resp. dotted) vertical line gives the oracle estimator $\alpha_0$ of RegTYL estimator in Theorem 5 (resp. of CWH estimator in [4, Theorem 3]).

Fig. 2. Distance $D^2$ for shrinkage estimators RegTYL and CWH as a function of the shrinkage parameter $\alpha$. Set-up is as in Figure 1, but the sample size is twice larger $n = 48$.

matrix, and that RegTYL oracle estimator outperforms the CWH oracle estimator when $D^2$ is used as a criterion. In all cases, for $\Sigma$ having a Toeplitz form, the shrinkage estimators (RegTYL and CWH) outperform the (non-regularized) Tyler’s $M$-estimator (TYL). For the case $\rho = 0.05$, which corresponds to $\Sigma$ being close to an identity matrix, both $\alpha_0$ and $\alpha_0^{\text{CWH}}$ are approximately one, as expected, i.e., both estimators are being heavily shrunk towards a scaled identity matrix.

B. Adaptive normalized matched filter example

We address the problem of detecting a known complex signal vector $p$ in received data $z = \gamma p + c$, where $c$ represents
the unresolved complex noise (clutter) r.v. and $\gamma \in \mathbb{C}$ is a signal parameter. The signal-absent vs. signal-present problem can then be expressed as $H_0 : |\gamma| = 0$ vs. $H_1 : |\gamma| > 0$. We assume that $c$ follows a centered CES distribution with a positive definite hermitian (PDH) scatter matrix parameter $\Sigma$. For this problem, we consider the widely used normalized matched filter (NMF) detector [9], [25]

$$\Lambda \equiv \Lambda(z; p, \Sigma) = \frac{|p^H \Sigma^{-1} z|^2}{(z^H \Sigma^{-1} z)(p^H \Sigma^{-1} p)} \geq \lambda$$

(21)

It is well known that the distribution of $\Lambda$ under $H_0$ is Beta$(1, p-1)$, i.e., it is distribution-free under the class of CES distributions [15], [21]. Hence the detector is CFAR under various commonly used clutter models (including the $K$-distribution, $t$-distribution, inverse Gaussian distribution). Thus, to obtain a probability of false alarm (PFA) equal to a desired level $P_{FA}$ (e.g., $P_{FA} = 0.01$), the rejection threshold $\lambda$ can be set as

$$P_{FA} = \Pr(\Lambda > \lambda|H_0) = (1 - \lambda)^{p-1}$$

or $\lambda = 1 - P_{FA}^{1/(p-1)}$. See e.g. [21].

In practice $\Sigma$ is unknown and an adaptive NMF detector $\hat{\Lambda}$ is obtained by replacing $\Sigma$ by an estimate $\hat{\Sigma}$ as in [5], [9], [14], [15]. Note that the detector requires an estimate of $\Sigma$ only up to a scale since $\Lambda = \Lambda(z; p, c\Sigma)$ for all $c > 0$. Since the sample size $n$ is rarely large compared to the dimension $p$ (LSS/ISS cases) in many applications, the adaptive NMF detector $\hat{\Lambda}$ based on the sample covariance matrix or any $M$-estimator of scatter does not retain the CFAR property since an $M$-estimator $\hat{\Sigma}$ (although consistent) can be a highly inaccurate estimator in LSS/ISS cases.

We illustrate that an adaptive NMF detector based on the regularized Tyler’s $M$-estimator (RegTYL) using $\beta = 1 - \hat{\alpha}_o$ and $\alpha = \tilde{\alpha}_o$, $\hat{\alpha}_o$ given by (20), is able to accurately retain the true CFAR property as the theoretical NMF based on the true scatter matrix $\Sigma$ whereas the non-regularized Tyler’s $M$-estimator (TYL) performs poorly due to the small sample size. In addition, the following shrinkage estimators are included in the study: the GLC, which again refers to $\hat{\Sigma}_{o,\beta}$ in (1), with $\beta$ and $\alpha$ being estimated as proposed in [7, cf. Eq.’s (32) and (33)], and the CWH estimator of Remark 4 using the plug-in oracle estimator $\hat{\alpha}_o^{\text{cw}}$ as proposed in [4, cf. Eq.’s (13) and (14)]. For each MC trial, the simulated data consists of the received data $z$ (used as input to NMDF detector) and the secondary data $z_1, \ldots, z_n$ (used as input to estimate $\hat{\Sigma}$).

The data sets are generated as i.i.d. random samples from a $p = 8$ variate $K$-distribution $\mathcal{CK}_{p,r,0}(0, \Sigma)$ with $\nu = 4.5$. Since the chosen $K$-distribution is not heavy-tailed, the GLC estimator is also expected to produce reliable estimates. This would not be the case for choices of $\nu$ closer to 0. Using 10,000 trials, the empirical $P_{FA}$ (the proportion of incorrect rejections) was calculated for a fixed threshold $\lambda$. The true scatter matrix $\Sigma$ differed from trial to trial and was generated randomly for each trial data set as follows: We first generated a random complex unitary $p \times p$ matrix $P$ and a diagonal matrix $D = \text{diag}(d_1, \ldots, d_p)$, with the $d_i$’s arising from independent $Uniform(0, 1)$ distributions. Using the EVD, the scatter matrix $\Sigma$ is then taken to be $\Sigma = PDP^H$. Since the null distribution of $\hat{\lambda}$ is invariant to the signal vector $p$, the signal vector can be chosen arbitrarily. In our simulations, $p$ is fixed at $p = (1, \exp(p), \ldots, \exp(p - 1))$.

Given that the detector is invariant to the scale of $\Sigma$, using a $Uniform(0, 1)$ distribution for the eigenvalues $d_i$ is equivalent to using a $Uniform(0, b)$ distribution for some fixed $b > 0$. Also, it is worth noting that due to the unitary equivariance (cf. Remark 2) of $\Sigma$, the simulation results do not depend on how the orthogonal matrices $P$ are generated, and they would have been the same even if $P$ had been set to $I$ in every trial.

Figure 3 depicts empirical the PFA curves of the adaptive detectors. The solid curves ($n = \infty$) depict the theoretical PFA curve (22) for NMF $\Lambda$ with known $\Sigma$. As can be seen in Figure 3(a), when the detector is based on Tyler’s $M$-estimator and the sample length is small $n = 8, 16, 32$, there exists a remarkably large gap between the observed PFA and the desired (theoretical) PFA. All of the shrinkage estimators are performing very well illustrating their usefulness in practical applications. RegTYL estimator has slightly better performance than others in the sense that it is able to maintain the empirical PFA very close to the theoretical (desired) PFA for sample lengths $n = 8, 16, 32$ considered. Note that same graphs would be obtained (on the average) for the TYL, RegTYL and CWH estimators if the simulation samples are drawn from any other CES distribution due to distribution-free property of these estimators. This is not true, though, for the GLC estimator whose performance depends on the underlying CES distribution. Furthermore, if the shape parameter $\nu$ of the $K$-distribution is close to zero, then the performance of GLC estimator degrades severely whereas the performance of RegTYL and CWH estimators remain unaffected.

VII. CONCLUSIONS

A general class of regularized $M$-estimators was proposed that are suitable also for small $n$ and large $p$ problems. The considered class was defined as a solution to a penalized $M$-estimation cost function that depends on a regularization parameter $\alpha \geq 0$ which determines the shrinkage intensity to $I$. General conditions for uniqueness of the solution were established using the concept of geodesic convexity. Remarkably, the regularized $M$-estimators do not require any conditions to be placed on the sample $z_1, \ldots, z_n$ for any $n \geq 1$. Furthermore, the estimators are actionable: an iterative algorithm with proven convergence to the solution of the regularized $M$-estimation equation was provided. For the regularized Tyler’s $M$-estimator, necessary and sufficient conditions for existence and uniqueness of the penalized Tyler’s cost function were established separately and a closed form (data dependent) choice for the regularization parameter was derived. We also showed that in the special case of using a tuned Gaussian cost function, the unique solution to the penalized likelihood function is given by the widely used Ledoit-Wolf [16] (also called GLC [7]) shrinkage estimator of the sample covariance matrix.

Finally, numerical examples illustrated the usefulness of the proposed estimators. In the signal detection problem using the adaptive normalized matched filter, the regularized covariance matrix estimators were accurately maintaining the
Fig. 3. Empirical \( P_{\text{FA}} \) for adaptive detector employing different scatter matrix estimators under \( K \)-distributed clutter with \( \nu = 4.5 \) and different sample lengths \( n \) of the secondary data. The dimension \( m = 8 \) and the clutter covariance matrix \( \Sigma \) was generated randomly for each 10000 trials.

pret CFAR. All of the considered regularized estimators outperformed the commonly used non-regularized estimator. This is in line with previous works [1]–[4], [24] which have nicely outlined the benefits of shrinkage type covariance matrix estimators in different engineering applications. It should also be noted that further benefits can be achieved when tuning parameters are chosen so that they optimize an application specific metric for the problem at hand. This will be a subject of future work.

**APPENDIX**

**Proof of Theorem 2**

**Proof:** Let \( \hat{\Sigma} \) be the unique solution to \((7)\), and define \( V_k = \hat{\Sigma}^{-\frac{1}{2}} \Sigma_k \hat{\Sigma}^{-\frac{1}{2}} \). Algorithm \((16)\) can then be re-expressed as

\[
V_{k+1} = G(V_k) \equiv \frac{1}{n} \sum_{i=1}^{n} u(y_i^H V_k^{-1} y_i) y_i y_i^H + \alpha \hat{\Sigma}^{-1},
\]

where \( y_i = \hat{\Sigma}^{-\frac{1}{2}} z_i \) for \( i = 1, \ldots, n \). From \((7)\), it follows that \( G(\mathbf{I}_p) = \mathbf{I}_p \). Note that \( V_k \in \mathcal{H}(p) \), and so let \( \lambda_{1,k} \geq \cdots \geq \lambda_{p,k} > 0 \) denote the eigenvalues of \( V_k \). The objective is to then show that \( V_k \to \mathbf{I}_p \) as \( k \to \infty \). We first give two lemmas.

**Lemma 4.**

\begin{align*}
\text{a) } & \lambda_{1,k} > 1 \implies \lambda_{1,k+1} < \lambda_{1,k}. \\
\text{b) } & \lambda_{1,k} \leq 1 \implies \lambda_{1,k+1} \leq 1. \\
\text{c) } & \lambda_{p,k} < 1 \implies \lambda_{p,k+1} > \lambda_{p,k}. \\
\text{d) } & \lambda_{p,k} \geq 1 \implies \lambda_{1,k+1} \geq 1.
\end{align*}

**Proof:** (a) Since \( u(t) \) in non-increasing, and \( \psi(t) = tu(t) \) is non-decreasing, it follows that \( u(y_i^H V_k^{-1} y_i) \leq u(y_i^H y_i / \lambda_{1,k}) = \lambda_{1,k} \psi(y_i^H y_i / \lambda_{1,k}) / y_i^H y_i \leq \lambda_{1,k} u(y_i^H y_i) \), and so

\[
V_{k+1} \leq \frac{1}{n} \sum_{i=1}^{n} u(y_i^H y_i) y_i y_i^H + \alpha \hat{\Sigma}^{-1}
\]

\[
= \lambda_{1,k} G(\mathbf{I}_p) + (1 - \lambda_{1,k}) \alpha \hat{\Sigma}^{-1}.
\]

Thus, \( V_{k+1} < \lambda_{1,k} G(\mathbf{I}_p) = \lambda_{1,k} \mathbf{I}_p \), and so part (a) follows.

(b) Since \( u(t) \) is non-increasing, \( u(y_i^H V_k^{-1} y_i) \leq u(y_i^H y_i / \lambda_{1,k}) \leq u(y_i^H y_i) \). Consequently, \( V_{k+1} \leq G(\mathbf{I}_p) = \mathbf{I}_p \), and so part (b) follows.

The proofs for parts (c) and (d) are analogous.

**Lemma 5.**

\begin{align*}
\text{a) } & \limsup \lambda_{1,k} \leq 1. \\
\text{b) } & \liminf \lambda_{p,k} \geq 1.
\end{align*}

**Proof:** The proof is by contradiction. To show part (a), presume \( \lambda_1 = \limsup \lambda_{1,k} > 1 \). By Lemma 4.b, this then implies that \( \lambda_{1,k} > 1 \) for all \( k \). So, by Lemma 4.a, it follows that \( \lambda_{1,k} \) is a strictly decreasing sequence and hence \( \lambda_{1,k} \downarrow 1 \).

Next, note that Lemma 4 also implies that the sequences \( \lambda_{1,k} \) and \( \lambda_{p,k} \) are both bounded away from 0 and \( \infty \). Hence, there exists a convergent subsequence \( V_{k(j)} \to V \in \mathcal{H}(p) \), with \( \lambda_1(V) = \lambda_1 > 1 \). Here, \( \lambda_1(V) > \cdots > \lambda_p(V) > 0 \) denote the eigenvalues of \( V \). Furthermore, by continuity, \( V_{k(j)+1} \to G(V) \) with \( \lambda_1(G(V)) = \lambda_1 \). However, Lemma 4.a implies \( \lambda_1 = \lambda_1(G(V)) < \lambda_1(V) = \lambda_1 \), a contradiction. Hence part (a) holds. The proof to part (b) is analogous.

So, by Lemma 5 we have \( \liminf \lambda_{p,k} \leq \limsup \lambda_{1,k} \leq 1 \), which implies \( \lim \lambda_{p,k} = \lim \lambda_{1,k} = 1 \). Thus, \( V_k \to \mathbf{I}_p \) and hence Theorem 2 holds.
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Proof of Theorem 4

Proof: (a) Express $\Gamma = \Sigma^{-1} = \gamma M$ with $\text{Tr}(M) = 1$, and so $L_{\alpha,\beta}(\Sigma) = L_1(\gamma) + L_2(M)$, where

$$L_1(\gamma) = p(\beta - 1) \ln(\gamma) + \alpha \gamma$$

$$L_2(M) = \frac{p\beta}{n} \left\{ \sum_{i=1}^{n} \ln(z_i^HMz_i) \right\} - \ln|M|.$$ 

Now if $\Sigma \rightarrow \partial \mathcal{H}(p)$ then either $\gamma \rightarrow 0$, $\gamma \rightarrow \infty$, or $M \rightarrow \partial \mathcal{H}(p)$. If $\gamma$ goes to zero or infinity, it readily follows that $L_1(\gamma) \rightarrow \infty$ since for any $c > 0$, $\alpha \gamma - c \ln \gamma \rightarrow \infty$ as $\gamma \rightarrow 0$ or as $\gamma \rightarrow \infty$.

So, we only need to consider what happens to $L_2(M)$ as $M \rightarrow \partial \mathcal{H}(p)$. Since the set of positive semi-definite Hermitian matrices with trace one is compact, it is sufficient to consider a sequence $M_k \rightarrow M$, where $M$ is a singular positive semi-definite Hermitian matrix with trace one. Hence $1 < \text{rank}(M) < p$. Let $\lambda_1(M) \geq \ldots \geq \lambda_p(M)$ denote the eigenvalue of $M$. Since eigenvalues are continuous functions, $\lambda_j(M_k) \rightarrow \lambda_j(M)$ for $j = 1, \ldots, p$. The spectral value decomposition gives $M_k = \sum_{j=1}^{p} \lambda_j(M_k) \theta_{k,j} \theta_{k,j}^*$, where $M_k \theta_{k,j} = \lambda_j(M_k) \theta_{k,j}$ with $\theta_{k,j}^H \theta_{k,m} = \delta_{j,m}$. By compactness, it can be assumed without loss of generality that $\theta_{j,j} \rightarrow \theta_j, j = 1, \ldots, p$, with $\theta_{j,j}^H \theta_{j,m} = \delta_{j,m}$. For $j = 1, \ldots, p$, let $S_j$ denote the subspace of $\mathbb{C}^p$ spanned by $\{\theta_j, \ldots, \theta_p\}$, $S_{p+1} = \{0\}$ and $D_j = S_j \ominus S_{j+1} = \{z \in \mathbb{C}^p \mid z \in S_j, z \notin S_{j+1}\}$. Also, let $n_j = \#\{z_i \in D_j\}$ and $N_j = \#\{z_i \notin S_j\}$.

For $n_j \geq 1$ and $z_i \in D_j$, $z_iM_k z_i^* \geq \lambda_j(M_k) \theta_{j,j} z_i^2 \geq \lambda_j(M_k) c_{k,j}$, where $c_{k,j} = \min\{\theta_{j,j}^2, \{z_i \in D_j\} \rightarrow c_j = \min\{\theta_{j,j}^2, \{z_i \in D_j\} \geq 0.$

For $n_j = 0$, let $c_{k,j} = c_j = 1$. Hence,

$$L_2(M_k) \geq \frac{p\beta}{n} \sum_{j=1}^{p} n_j \ln(c_{k,j})$$

$$+ \sum_{j=1}^{p} \left( \frac{p\beta n_j}{n} - 1 \right) \ln\{\lambda_j(M_k)\}.$$ 

The first term on the right converges to $\frac{p\beta}{n} \sum_{j=1}^{p} n_j \ln(c_j) > -\infty$ and for $j \leq r = \text{rank}(M), 0 < \lambda_j(M) < 1$. So, to complete the proof of part (a), it only needs to be shown that

$$L_3(M_k) = \sum_{j=r+1}^{p} \left( \frac{p\beta n_j}{n} - 1 \right) \ln\{\lambda_j(M_k)\} \rightarrow \infty.$$ 

Condition A implies $\frac{p\beta N_j}{n} < p - j + 1$ for $j = 2, \ldots, p$. Also, since $n_j = N_j - N_{j+1}$ with $N_{p+1} = 0$, it follows that $\frac{p\beta N_j}{n} - 1 < a_j$, where $a_j = \frac{p - j + \frac{p\beta N_{j+1}}{n}}{p - j}$. Condition A also insures that $a_j \leq 0$ and so $\frac{p\beta N_j}{n} - 1$ is strictly negative. Finally, for $j = r + 1, \ldots, p$, $\ln\{\lambda_j(M_k)\} \rightarrow -\infty$. Thus, each term in $L_3(M_k)$ must go to infinity.

b) If condition B does not hold, then there exists a subspace $\mathcal{V}_o$ such that $\frac{n_o}{n} > \frac{d_o}{p\beta}$, where $n_o = \#\{z_i \in \mathcal{V}_o\}$ and $d_o = \text{dim}(\mathcal{V}_o)$, with $1 \leq d_o < p$. Construct a sequence $\Gamma_k = \Sigma_k^{-1} \in H(p)$ having eigenvalues 1 and $\gamma_{k,o}$ with multiplicities $p - d_o$ and $d_o$, respectively, with $\gamma_{k,o} \rightarrow 0$. Also, for every $k$, let the eigenspace associated with $\gamma_{k,o}$ be $\mathcal{V}_o$. Part (b) will then follow by showing $L_{\alpha,\beta}(\Sigma_k) \rightarrow -\infty$.

To show this, note that $L_{\alpha,\beta}(\Sigma_k) = L_{a,k} + L_{o,k}$, where

$$L_{o,k} = \frac{p\beta n_o}{n} \ln(\gamma_{k,o})$$

and

$$L_{a,k} = \frac{p\beta}{n} \left\{ \sum_{z_i \in \mathcal{V}_o} \ln(z_i^HMz_i) + \sum_{z_i \notin \mathcal{V}_o} \ln(z_i^HMz_i) \right\} - \alpha \text{Tr}(\Gamma_k).$$

It readily follows that $L_{a,k} \rightarrow L_a < \infty$. Also, $L_{o,k} \rightarrow -\infty$ since $\ln(\gamma_{k,o}) \rightarrow -\infty$ and $\frac{p\beta n_o}{n} > d_o$.

Proof of Theorem 5

Proof: Denote

$$C = \frac{p}{n} \sum_{i=1}^{n} \frac{z_i z_i^H}{\Sigma_0^{1/2} - z_i} = \Sigma_0^{1/2} \left( \frac{p}{n} \sum_{i=1}^{n} u_i u_i^H \right) \Sigma_0^{-1/2}$$

(23)

where $u_i = \Sigma_0^{-1/2} z_i / \|\Sigma_0^{-1/2} z_i\|$ for $i = 1, \ldots, n$. Hence the clairvoyant estimator is $\Sigma_{\alpha} = (1 - \alpha)C + \alpha I$. First, note that the MSE criterion is

$$\Delta(\alpha) = E[\|\Sigma_0^{-1} \Sigma_{\alpha} - \frac{1}{p} \text{Tr}(\Sigma_0^{-1} \Sigma_{\alpha} I)\|^2]$$

$$= \text{Tr}\left( \Sigma_0^{-2} E[\Sigma_{\alpha}^2] \right) - \frac{1}{p} E[\text{Tr}^2(\Sigma_0^{-1} \Sigma_{\alpha})],$$

and observe that

$$\text{Tr}(\Sigma_0^{-1} \Sigma_{\alpha}) = \text{Tr}\left( (1 - \alpha) \left( \frac{p}{n} \sum_{i=1}^{n} u_i u_i^H \right) + \alpha \Sigma_0^{-1} \right)$$

$$= p(1 - \alpha) + \alpha \text{Tr}(\Sigma_0^{-1}) = p$$

where the 3rd identity follows from the fact that $\text{Tr}(\Sigma_0^{-1}) = p$. This result then implies that finding the minimum of $\Delta(\alpha)$ is equivalent to finding the minimum of $\Delta^*(\alpha) = \text{Tr}\left( \Sigma_0^{-2} E[\Sigma_{\alpha}^2] \right)$.

A closed-form expression for $\Delta^*(\alpha)$ can be obtained by using the following identities:

$$E[C] = \Sigma_0$$

$$E[C^2] = p(\Sigma_0^2 + \text{Tr}(\Sigma_0) \Sigma_0) + \frac{(n-1)}{n} \Sigma_0^2$$

(24)

(25)

The proofs rely on the representation of $C$ in (23) in terms of i.i.d. r.v.’s $u_i$, which possess a uniform distribution on complex $p$-sphere, and properties of their moments as stated in [20, Lemma 4]. The derivations are similar to the Proof of Theorem 2 in [4] and are therefore omitted.

To conclude the proof of Theorem 5, note that

$$E[\Sigma_{\alpha}^2] = E\left[ \left( (1 - \alpha)C + \alpha I \right)^2 \right]$$

$$= 2\alpha(1 - \alpha) E[C] + \alpha^2 I + (1 - \alpha)^2 E[C^2]$$

$$= 2\alpha(1 - \alpha) E[C] + \alpha^2 I + (1 - \alpha)^2 \left( p(\Sigma_0^2 + \text{Tr}(\Sigma_0) \Sigma_0) + \frac{(n-1)}{n} \Sigma_0^2 \right).$$
and hence, using (24), (25) and the property $\text{Tr}(\Sigma_0^{-1}) = p$, we obtain
\[
\Delta^*(\alpha) = 2\alpha(1-\alpha)p + \alpha^2 \text{Tr}(\Sigma_0^{-2}) + (1-\alpha)^2 \left\{ \frac{p(p + p\text{Tr}(\Sigma_0))}{n(p+1)} + \frac{(n-1)p}{n} \right\}
\]
\[
= \alpha^2 \left( \text{Tr}(\Sigma_0^{-2}) - p \right) + (1-\alpha)^2 \left( \frac{p(p\text{Tr}(\Sigma_0) - 1)}{n(p+1)} + C \right)
\]

where the constant $C$ does not depend on $\alpha$. The minimizer $\alpha_0$ of $\Delta^*(\alpha)$ (and hence of $\Delta(\alpha)$) is thus $\alpha_0 = \alpha/(a+b)$, where $a$ (resp. $b$) denotes the multiplier term of $(1-\alpha)^2$ (resp. $\alpha^2$) in the expression of $\Delta^*(\alpha)$ above. This then gives the stated result for the complex-valued case.

The proof for the real-case follows similarly, the only difference being that the identity in Eq. (25) in the real case becomes
\[
\mathbb{E}[C^2] = \frac{p}{n(p+2)} \left\{ 2\Sigma_0^2 + \text{Tr}(\Sigma_0) \Sigma_0 \right\} + \frac{(n-1)p}{n} \Sigma_0^0.
\]
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